
(a) SNs. (b) RNs.

Fig. 1. Two types of wireless nodes. Each SN is equipped with a
CO2 sensor and each RN has one temperature/humidity sensor and
one light sensor on it.

inside the monitoring area such that all collected data are
representative. More importantly, some relay nodes will
be further inserted such that all individual nodes could
form a connected WSN.

2) Data collection: An agency should be planted into each
sensor node in order to sense the environment, package
data and send data back to the sink node (may need nodes
to work collaboratively).

3) Data processing: At the base station, all collected data
are recorded, formatted, and displayed.

4) Network diagnosis management: To keep the entire net-
work run, system administrators needs ef“cient tools to
understand the running status, locate the error if any, and
further recover from failures.

In this discussion, we focus more on the “rst issue: how
to deploy a large-scale WSN consisting of different types
of nodes into the monitoring area for real-time collection of
multi-dimensional environment information in CitySee. Basi-
cally, we design two types of nodes equipped withCO2 sen-
sors and other type of sensors (e.g., temperature, humidity, and
light) respectively. Due to the fact that the sensing operation
of a CO2 sensor is very energy-consuming, a wireless node
equipped with aCO2 sensor (abbreviated as SN) does not
relay packets for any other nodes while the other type of nodes
perform both sensing and relaying operations (abbreviated to
RN). Please refer to Fig. 1 for illustration. In addition, some
special locations where SNs and RNs have to be placed exactly
in the area have been chosena priori by ecologists to ensure
that collected data are representative. At the same time, some
locations (e.g., buildings) are strictly prohibited to deploy any
node due to physical constraints.

When performing deployment, one major benchmark is the
connectivity of the network. The phase one of our Carbon
Monitoring Project, GreenOrbs [21], is successfully deployed
in the forest, which aims at evaluating carbon sequestration
ability (an opposite of carbon emissions). The placement
for GreenOrbs which aims at evaluating carbon sequestration
ability is easier than that for CitySee since the density of
obstacles in forests is generally more uniform than that in
cities. Through “eld measurement of communication links
among wireless nodes, we found that there are many •black

holesŽ (e.g., buildings) in the urban area, which can •absorbŽ
the wireless signals by blocking, re”ecting, interference, and
etc. CitySee, must minimize the total number of RNs for main-
taining the connectivity of the deployed network from both
economic and applicable concerns after the critical locations
of a subset of nodes have been chosen. Our solution should
also satisfy the following constraints all the time, 1) a SN does
not relay data packets for any other node; 2) some locations
are not available for deploying RNs; 3) wireless links should
avoid •holesŽ.

The major contributions of this paper are as follows.

1) We report the design and implementation of CitySee, a
large-scale (100SNs and1096RNs) and long-termCO2

monitoring WSN in urban area, Wuxi City, China, which
is a complementary project of GreenOrbs.

2) We propose low-cost sensor deployment strategies with
guaranteed performance (within2-approximation ratio of
the optimum) which addresses the sensor deployment
problem in CitySee.

3) To the best of our knowledge, we are the “rst to
de“ne geometric version of Group Steiner Tree with
Holes problem, which is very helpful to a rich body
of sensor deployment problems by considering both the
optimization objectives of sensor deployment problems
and realistic deployment constraints.

4) Performance of our proposed approaches has been ex-
tensively evaluated through simulations resembling real
deployments.

The rest of the paper is organized as follows. We “rst review
related works in Section II. In Section III, we present our
network model and formally de“ne the problems to be studied
in this paper. We divide the relay nodes deployment problem
into several subproblems and propose solutions to them in
Section IV. We examine the performance of our approaches in
Section V. The procedure of remaining three steps of CitySee
are presented brie”y in Section VI. We conclude the work in
Section VII.

II. RELATED WORK

Generally speaking, previous work on relay nodes place-
ment according to connectivity can be classi“ed into two
categories,i.e., single-tiered node placement and two-tiered
node placement.

Single-tiered placement assumes that both SNs and RNs
participate in forwarding packets received from other nodes.
Lin and Xue de“ned it as aSteiner minimum tree with
minimum number of Steiner points and bounded edge length
problem in [19]. They proved its NP-hardness and proposed a
5-approximation algorithm based on minimum spanning trees.
Chen et al. [9] studied the same problem and presented a
3-approximation solution. In [10], Chenget al. developed
a faster3-approximation algorithm as well as a randomized
2.5-approximation algorithm. Lloydet al. [23] assumed relay
nodes may have a larger communication range than sensor
nodes and presented a7-approximation algorithm.
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Fig. 3. (a) Some legal components in the original graph. White nodes and Black nodes denote RNs and SNs respectively. All nodes cycled by dotted curve
belong to the same component. The dotted red lines show some shortest path connecting RNs in different components. (b) Complete graph of all virtual super
nodes denoting by hexagons. (c) Euler tour spanning all virtual super nodes. (d) Hamiltonian cycle spanning all virtual super nodes. The shadow areasare
holes and smaller hexagons indicate steiner nodes.

Algorithm 1 Shortest Paths Connecting All Components
Input : Given group setG = { G1, G2, · · · , Gd} and map with
known hole setH
Output: Shortest Paths connecting all groups under hole-
constraint.

1: for each pair of nodesu and v whereu � Gi , v � Gj :
1 � i �= j � d do

2: Use method in [18] to compute the shortest Euclidean
path betweenu andv under hole-constraint

3: Assuming each group in setG is a virtual supper node
4: for Each pair of virtual supper nodesGi and Gj in G

wherei �= j do
5: Compute the minimum Euclidean path under hole-

constraint betweenGi and Gj , i.e., d(Gi � Gj ) =
min{ d(u, v) : � u � Gi , � v � Gj }

6: Using Prim•s algorithm to “nd a MST under hole-
constraint to connect all virtual supper nodes.

7: for Each component which contains one singleCO2 node
only do

8: Find a shortest path under hole-constraint connecting
itself to the nearest RNs (maybe use some new deployed
RNs).

of the optimum,i.e., the total length of an minimum edge-
weighted group Stein Tree spanning all virtual nodes.

Assuming the optimum Steiner tree under hole-constraint
with the minimum total length has costOP T. By doubling
its edges we obtain an Eulerian graph connecting all virtual
super nodes and, possibly, some Steiner vertices. Next, we
“nd an Euler tour of this graph, for instance by traversing the
edges in depth “rst search order, see Fig. 3(c) for illustration.
Clearly, the cost of this Euler tour is2OP T. Then, we obtain a
Hamiltonian cycle on the vertices (all super nodes and steiner
nodes) by traversing the Euler tour and•short-cuttingŽ Steiner
vertices and previously visited vertices (all super nodes). By
removing an edge from this cycle, we obtain a path that spans
G. Noticing that, when we short-cut Steiner vertices during
traversing, we use the shortest path under hole-constraint to
connect two vertices. For example, in Fig. 3(d), for two virtual
supper nodesu andv, theOP T solution use two line segments
(u, t) and (t, v), which will be replaced by(u � v) (the

shortest path connectingu and v) in the Hamiltonian cycle.
Since(u � v) is the shortest path connectingu and v under
hole-constraint, the length of(u � t � v) is no smaller than
(u � v), then the triangle inequality still holds such that the
path spanningS has cost at most2 × OPT. Remembering
that this path under hole-constraint is also a spanning tree on
S , the MST under hole-constraint has cost at most2× OPT.

Next, we prove the time complexity. First, the cardinality
of component setS and resultant group setG is at mostn.
Next, computing the shortest path between each pair of nodes
in different groups takesO(n + p2 logn) time [18]. Clearly,
computing the shortest distance under hole-constraint between
each pair of virtual super nodes will takeO(n2) time since we
at most haven groups. Using Prim•s algorithm to “nd a MST
among all groups takes usO(n2 logn) time since the number
of edges of the complete graph among all groups isO(n2).
Finally, to “nd a shortest path connecting each isolateCO2 to
its nearest RN is takeO(m + p2 logm) by [18]. Hence, the
total running time isO(n + m + p2 logn + p2 logm).

V. EXPERIMENTS

A. Deployment of RNs in CitySee

We successfully apply the solution for RNs replacement to
CitySee using the G-GSTWH-based algorithm. In CitySee,
location setsPS and LS with cardinality 100 and 400
respectively are givena priori in the required deployment
region. By the G-GSTWH-based algorithm, we further deploy
696 RNs to connect all SNs and RNs whose locations are
corresponding toPS andLS. We deploy both types of sensor
nodes in trees and telegraph poles around2.5 meters Euclidean
distance to the ground. See Fig. 4 for illustration.

Part of deployment area and the resulting topology (obtained
from real data trace) is shown in Fig. 5, from which we can see
that the impact on valid wireless links by holes are obvious.
For instance, we have some valid wireless links with Euclidean
distance around150 meters in some open territories while
some nodes do not construct valid links even they are close
enough due to •holesŽ.

B. Simulations

We conduct extensive simulations to verify the ef“ciency of
our approaches. Besides the main G-GSTWH based algorithm,
we also implement two baseline algorithmsSimple MST-based
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(a) r is variant. (b)p is variant.

Fig. 7. The simulation results when we adjustr, p respectively where “xing
other parameters.

0 50 100
500

1000

1500

2000

2500

3000

3500

4000

4500

5000

Area Size (km2)

N
um

be
r 

of
 R

el
ay

 N
od

es

 

 

GŠGSTWHŠBased
Simple MSTŠBased

0 100 200 300 400
800

1000

1200

1400

Number of Holes

N
um

be
r 

of
 R

el
ay

 N
od

es

 

 

GŠGSTWHŠBased
Simple MSTŠBased

(a) area scales. (b)p scales.

Fig. 8. # of nodes needed when system scales.

total number of new deployed RNs only has slight increment
(Fig. 7(b)). We conjecture that the impact of scalingp becomes
smaller whenr is close to the edge length of holes. Actually,
this is veri“ed by the simulation results later.

E. Scalability

In the forth set of simulation, we scale both the area of
deployment region and the number of holesp while “xing
other parameters. We adjust the area of deployment region
from 20 to 10240 square kilometers and vary the number
of holes from20 to 100 while keeping the density ofm, n
unchanged. For all these test cases, we randomly generate the
shape (length and width) of holes. Both results shown in Fig. 8
and Fig. 9 indicate that for the G-GSTWH algorithm, when the
transmission range of sensor nodes is around the edge length
of holes, the increment of number of holes does small impact
on the scalability. This is note true for the simple MST-based
algorithm.

VI. RECENT ADVANCES

A. Hardware and Software

The hardware platform in CitySee is based on TelosB. Both
SN and RN use MSP430F1611 processor and CC2420 radio
such that they are able to exchange data with each other using
ZigBee protocol in2.4 GHz. In addition, each SN is equipped
with CO2 sensor while every RN has temperature/humidity
sensor and light sensor on it. All nodes are encapsulated
with industrial grade design in order to adapt to outdoor
environment.

We develop software for different types of sensor nodes
on top of TinyOS 2.1.1, which consists of the following

major components. First, we implement the link estimation
component using the four bit link estimation method [13]
to regularly maintain a neighbor table. Second, we use the
default Low Power Listening MAC protocol of TinyOS to
reduce the energy consumption. Third, the multi-hop routing
component is implemented based on the CTP [15] protocol
for data collection.

Fourth, we apply the Drip protocol [28] to disseminate key
system parameters in terms of the dissemination component,
such as transmission power, sampling frequency, duty cycle
and etc. In CitySee, a node is programed to sample the
environment data according to different types of sensor in
every 10 minutes, and then sends the data packet to the sink
node through one- or multi-hops. In addition, a SN drops any
data packet from other SNs or RNs.

B. Data Collection

Collection Tree Protocol CTP [15] is adopted for multi-hop
sensing data collection. We collect three types of data packets,
each of which is responsible for different types of information.
The C1 type packet contains two types of information: (1)
sensing data, including temperature, humidity, light, orCO2

concentration; and (2) routing information, including path-
ETX [15] from the original packet-source to the sink node.
Thus, we are able to obtain the complete routing path of
any packet by piggybacking these information into sensed
data. TheC2 type of packet records local information for
each sensor node. Typically, aC2 contains the routing table
including IDs and RSSI values from its neighbors, the link-
ETX estimation value of links to its neighbors. A typeC3

packet contains more detailed information inside a single
wireless node. For instance, the CPU counter records the
accumulated task execution time, the radio counter records
the accumulated radio-on-time, the transmit counter records
the accumulated number of transmitted packets, the receive
counter records the accumulated number of received packets,
and the loop counter records the accumulated number of
detected loops.

In Fig. 10, each individual node is described as a circle
whose area indicates the number of packets it has transmitted
for the last10 minutes, and all used wireless links are shown
as well. Figure 11 displays the accumulated number of tasks
each wireless node has executed in a3D format based on
the physical topology of the entire wireless sensor network.
In CitySee, the traf“c load of wireless sensor nodes with
different roles (e.g., relay nodes, sensor nodes) are quite
different depending on their physical environment and routing
protocols. For example, the number of tasks executed by some
node closed to the sink node could be up to8742times in10
minutes while around1

4 of wireless nodes have the average
number2 only.

C. Data Processing

We have collected over8 GB data traces from1196wireless
sensor nodes including all environment-related data for the
purpose ofCO2 emission analysis and network status-related


